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ABSTRACT - Soil physical and chemical analyses are relatively high-cost and time-consuming procedures. In 

the search for alternatives to predict these properties from a reduced number of soil samples, the use of 

Artificial Neural Networks (ANN) has been pointed out as a great computational technique to solve this 

problem by means of experience. This tool also has the ability to acquire knowledge and then apply it. This 

study aimed at using ANNs to estimate the physical and chemical properties of soil. The data came from the 

physical and chemical analysis of 120 sampling points, which were submitted to descriptive analysis, 

geostatistical analysis, and ANNs training and analysis. In the geostatistical analysis, the semivariogram model 

that best fitted the experimental variogram was verified for each soil property, and the ordinary kriging was 

used as an interpolation method. The ANNs were trained and selected based on their assertiveness in the 

mapping of considered standards, and then used to estimate all soil properties. The mean errors of ordinary 

kriging estimates were compared to those of ANNs and then compared to the original values using Student's     

t-Test. The results showed that the ANN had an assertiveness compatible with ordinary kriging. Therefore, 

such technique is a promising tool to estimate soil properties using a reduced number of soil samples. 

 

Keywords: Artificial intelligence. Geostatistics. Precision agriculture. Soil management and conservation. 

 

 

ESTIMATIVAS DE ATRIBUTOS DE FÍSICOS E QUÍMICOS DE SOLO POR MEIO DE REDES 

NEURAIS ARTIFICIAIS 

 

 

RESUMO – O estudo das propriedades físicas e químicas do solo é um procedimento de custo e tempo 

relativamente elevado. Na busca de alternativas para predizer esses atributos a partir de um número menor de 

amostras do solo, o uso de Redes Neurais Artificiais (RNA) tem sido apontado como uma técnica 

computacional com grande capacidade de resolver problemas por meio da experiência, e possuem a capacidade 

de aquisição e posterior aplicação deste conhecimento. Esse trabalho teve por objetivo utilizar a RNA para 

estimar os atributos físicos e químicos de solo. Os dados utilizados foram provenientes da análise física e 

química de solo, coletados em 120 pontos amostrais, os quais foram submetidos à análise descritiva, análise 

geoestatística, treinamento e análise das RNAs. Na análise geoestatística, para cada atributo do solo, foi 

verificado o modelo de semivariograma que apresentou melhor ajuste ao modelo experimental, e como método 

de interpolação foi usada técnica da krigagem ordinária. As RNAs foram treinadas, selecionadas considerando 

a assertividade no mapeamento dos padrões considerados e utilizadas na estimativa de todos dos atributos de 

solo.  O erro médio de cada estimativa obtida pela técnica da krigagem ordinária foi comparado com o erro 

médio da estimativa obtida pela RNA e, posteriormente foram comparadas com os valores originais por meio 

do teste-t de Student. Os resultados mostram que a técnica de RNAs apresenta assertividade compatível à 

krigagem ordinária. O uso da técnica de RNA apresentou-se promissora para obter estimativas de atributos de 

solo empregando um número menor de amostras de solo.  

 

Palavras-chave: Inteligência artificial. Geoestatística. Agricultura de precisão. Manejo e conservação do solo. 
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INTRODUCTION  
 

Precision agriculture (PA) presents promising 

perspectives for crop management aimed at 

increasing productivity and optimizing production 

process, besides reducing environmental impacts 

from agricultural practices. A wide range of 

strategies can be used to minimize costs with 

agricultural inputs, such as tillage, planting, fertilizer 

use, and crop management (MOLIN; CASTRO, 

2008; SOUZA et al., 2014). PA is a technological 

advance based on the principles of spatial variability 

and information management. Among the PA tools 

mostly used, georeferenced soil sampling has        

been traditionally used in Brazilian farming to 

characterize the variability of soil chemical 

properties (MONTANARI et al., 2012). 

Knowing the spatial variability of soil 

properties allows us to describe a joint correlation of 

these variables, besides being fundamental for 

farming management (OLIVEIRA; FERNANDES; 

TEIXEIRA, 2011). The spatial continuity of a 

variable can be characterized by the similarity of its 

contents at two neighboring points in space. Such 

feature derives from a central tendency measure   

and/or a certain degree of spatial dependence in 

which close observations are associated, being 

greater in shorter distances. The level of spatial 

dependence significance is assessed by interpreting 

spatial dependence indexes (SEIDEL; OLIVEIRA, 

2014). Soil properties are not distributed randomly 

within ecosystems; they follow a regionalized 

distribution. Some samples are more similar than 

others are, and such similarity varies with the 

distance between sampling points (SANTOS et al., 

2013a). One of the limiting factors to represent this 

variation is regarding a number of samples needed to 

represent such distribution in the soil. The number of 

samples to be collected in the field to represent 

properly the distribution of soil properties is a 

frequent question among PA users. Since sampling is 

a costly and lengthy method, it often becomes 

unfeasible in practice (SOUZA et al., 2014).  

In this aspect, geostatistical analysis has been 

widely used to determine the variability of soil 

properties in space. Notwithstanding, the number of 

sampled points and their distance are quite important 

to generate a reliable variogram in these analyses 

(YAMAMOTO; LANDIM, 2013; SOUZA et al., 

2014).  

Other technologies, such as Artificial Neural 

Networks (ANNs) are promising to estimate soil 

properties as well. ANNs are computational 

techniques inspired by the neural structure of 

intelligent organisms, acquiring knowledge through 

experiences and storing it. The ANNs comprise a 

flexible mathematical structure capable of 

performing non-linear mappings between input and 

output information. (NOROUZI et al., 2010; 

ANGELICO; SILVA, 2014). After some studies, 

Calderano Filho et al. (2014) confirmed the potential 

of using ANNs in the prediction of soil classes.  

Based on the above, the objective of this 

study was to estimate physical and chemical 

properties of soil using Artificial Neural Networks 

(ANNs), as a technique of spatial variability 

determination.  

 

 

MATERIAL AND METHODS 
 

Field data were gathered from Palmital farm, 

in an area irrigated by central pivots within the city 

of Morrinhos – GO (Brazil). The location lies on an 

altitude of 813 m, latitude 17º45' S and longitude 

49º10' W (Figure 1). Local soil type is classified as 

Dark-Red Latosol (Oxisol) with a sandy loam 

texture, according to the Brazilian Soil Classification 

System (SANTOS et al., 2013b). 

All the collected data were georeferenced by 

means of a GPS recorder (Global Positioning 

System: ± 3m error), with real-time differential 

corrections via satellite and SAD69 datum system. 

These data were sampled from a 23-hectare area, in a 

sample grid of 120 points spaced in 50 x 50 m 

(Figure 1).  

Figure 1. Picture of the experimental area (a) and sample grid (b).  

Source: Reis et al. (2013). 
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For each sampling point, five deformed soil 

samples were collected from the 0.0 to 0.20 m layer, 

within a one-meter radius around each sampling grid 

central point. The following soil properties were 

determined in these samples: 

a) Chemicals: Hydrogen Potential (pH), 

Potassium (K), Phosphorus (P), Calcium (Ca), 

Magnesium (Mg), Exchangeable aluminum (Al3+), 

Potential Acidity (H+Al), Organic Matter (OM) and 

Aluminum Saturation (m%); 

b)  Fertility: Cation Exchange Capacity (CEC) 

and Base Saturation (V%); 

c) Physical: Clay, Sand, and Silt contents. 

All the 120 samples contained about 300 g 

soil were sent to a certified laboratory for soil 

chemical analyses, according to protocols described 

in Brazilian Manual of Soil Analysis methods 

(DONAGEMA et al., 2011).  

From the original data, the descriptive 

measures for each variable (mean, median, mode, 

variance, standard deviation, and coefficient of 

variation) were estimated with the free R software.  

The ANNs were trained using the MATLAB 

2012 software (The Mathworks Inc.) with the 

application of the Neural Network Toolbox package, 

using a multilayer perceptron topology (MLP) 

feedforward with back-propagation error algorithm. 

The method used for the preparation, training, and 

application of ANNs was that proposed by Russel 

and Norvig (2013). 

For each property (Table 1), 168 ANNs were 

trained. The network topology used in the training 

varied according to the number of: a) known soil 

samples (1, 2, 3 or 4); b) neurons in the hidden layer 

(3, 5, 7, 9, 13, 17 and 21), and c) training rounds 

(from 1 to 6). The input variables used for ANN 

training consisted of two parts: 

Part 1: Estimated sampling point - soil sample 

with the values of each soil property to be estimated 

by the ANN. While training the ANN, this value is 

known and informed; yet, once the network is 

trained, this value will be the response revealed by 

the network to the geo-referenced location of a 

sampling point. 

Part 2: Known sampling points - consisting of 

the already known soil samples. In the training,            

non-repetitive combinations of sampling points, 

different from the estimated sampling point, were 

used. The input variables increased according to the 

number of combined sampling points. The 

combination with one known sampling point 

generated 20 variables; the combination using two 

known sampling points generated 38 variables, and 

so on until the result of 74 variables for four known 

sampling points. We added 18 variables to each 

sampling point:  

 Geo-referenced location X of a known 

sampling point, which enabled calculating  

the absolute distance to an estimated                

sampling point with geographic coordinate          

X = DeltaXpoint;  

  Geo-referenced location Y of a known 

sampling point, which enabled calculating   

the absolute distance to an estimated                

sampling point with geographic coordinate            

Y = DeltaYpoint;  

  Altitude of the estimated sampling point, in 

meters;  

  Fifteen soil properties. 

From the experimental data, four datasets 

were separated according to the following sequence:  

  Ten random sampling points used only in 

the final test of ANNs; 

  Training of 82 random sampling points; 

  Validation of 17 random sampling points; 

  Testing of 11 random sampling points. 

The number of samples of these sets was 

established by fitting the ratio indicated by Russel 

and Norvig (2013) due to the need to obtain integer 

values. 

The ANN training process using MATLAB 

includes two data matrices. The matrix in which data 

is input is called input matrix, and that with the 

desired responses is called target matrix. For each 

studied property, four different input matrices and  

15 target matrices were generated. While input 

matrices with one known sampling point contained 

11,990 occurrences, those input matrices generated 

for 2, 3, or 4 points had 55,000 occurrences. A 

computational software developed for this purpose 

(BITTAR, 2016) generated all these matrices.  

Both input and target matrix data were 

normalized to within a range from -1 to 1 (Equation 

1), so the proportional magnitude of variables could 

be levelled for the ANN use. 

 

                            (1) 

Where:  y = normalization result; 

x = value to be standardized; 

xmin = X minimum value;  

xmax = X maximum value; 

d1 = normalization result lower limit; 

d2 = normalization result upper limit. 

 

Geographic coordinates and altitude of the 

sampling points were standardized using as a 

criterion for the lower limit, the minimum value 

found in the descriptive analysis subtracted by 10%; 

yet for the upper limit, the maximum value was 

increased by 10%. The soil properties were 

standardized using zero as the lower limit; yet for the 

upper limit, the maximum value defined by Alvarez 

et al. (1999) was chosen and; when not defined, the 

first prime number higher than the toxicity limit was 

then used. 

The use of prime numbers as the upper limits 

aimed at avoiding standardizations equal to zero. 

Increasing the normalization range for training aims 

𝑦 =
 𝑥−𝑥𝑚𝑖𝑛   𝑑2−𝑑1 

𝑥𝑚𝑎𝑥 −𝑥𝑚𝑖𝑛
+ 𝑑1  1 
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to enable the ANN, after being trained, to be used in 

situations where the variables extrapolate the range 

of training values (HAYKIN, 2001). 

An iterative software performed the ANN 

training, with an example generated by the 

MATLAB Neural Network toolbox. The next 

procedures were followed: loading of input and 

target data matrices; selection of parameters for the 

network training; designing of the ANN structure 

with the number of layers and neurons in each layer; 

updating of weights and bias-values; iterative 

training until reaching the lowest overall                        

error per dataset; ANN training interruption               

when the stopping criterion is reached. The 

following values had to be observed concurrently:                          

a) maximum number of learning cycles = 1,000;                                  

b) maximum number of failed cycles = 6;                          

c) specialization or overfitting; d) minimum 

performance gradient = 1 -15. Lastly, the trained 

network, its topology, bias, final weights, estimated 

values, compared values, and performance graphics 

are uploaded to a storage media. 

From these uploaded training data, four 

ANNs were selected for each studied property, one 

for each known sampling point. These ANNs were 

chosen using, as a criterion, the lowest mean square 

error (MSE) from the input-output mapping. The 

MSE was calculated by comparing the output values 

with those of the target matrix (Equation 2). Haykin 

(2001) states that the lower the MSE value, the better 

the performance of an ANN. 

 

                                (2) 

Where: n = number of elements;  

Y = observed value; 

 = estimated value. 

 

The hit rate of each ANN was estimated by 

comparing network estimated and the observed 

values at the known sample points. For this, the MSE 

(Equation 2) and the mean relative error - P 

(Equation 3) were estimated considering two 

datasets: set C and set C2. While set C encompasses 

the values of the 120 known sampling points, C2 

only comprises those of the final test dataset, which 

had not been mapped in the ANN training. 

 

                                (3) 

Where: n = number of elements; 

Y = experimentally observed value; 

 = estimated value.  

The results estimated by the ANNs were 

denormalized (Equation 4) to perform this 

comparison.  

 

MSE =
1

n
  ( Yi-Y i)

2

n

i=1

 

𝑌  

𝑃 =
100

𝑛
  

 𝑌 −  𝑌  

𝑌
 

𝑌  

      (4) 

Where: x = denormalization result, 

y = normalized value; 

xmin = X minimum value; 

xmax = X maximum value; 

d1 = normalization result lower limit; 

d2 = normalization result upper limit. 

 

The spatial dependence structure of the soil 

physical and chemical properties was identified by 

geostatistical analyses using the GS + version 10.0 

software (Gamma Design Software). The model best 

fitting the experimental data was verified among the 

semivariograms models, for each studied soil 

property (ISAAKS; SRIVASTAVA, 1989). This 

model was selected based on the lowest residual sum 

of squares (RSS), the highest coefficient of 

determination (R²), and the highest cross-validation 

regression coefficient.   

For the spatial dependence analysis, the 

spatial dependence index (SDI) was calculated as 

defined by Cambardella et al. (1994). Spatial 

dependence was considered weak when SDI was 

above or equal to 75%, moderate when between              

25 and 75%, and strong if below or equal to 25% 

(Equation 5). 

 

                              (5) 

Where: SDI = Spatial Dependence Index;  

Co = Nugget Effect;   

(Co + C) = Sill. 

 

For spatially dependent properties, ordinary 

kriging (OK) was used as an interpolation method, 

considering the calculated SDI. We have considered 

an isotropic spatial dependence, i.e. when spatial 

dependence is the same in all directions.  

a.For each sampling point, the known values 

with spatial dependence were compared to those 

estimated by the selected ANNs and those estimated 

by OK. This procedure was done to contrast the 

assertiveness index of the selected ANNs with that 

of the OK. Finally, for each soil property, all the  

120 sampling-point values were compared by P 

(Equation 6) in relation to:  

a) Values estimated by ordinary kriging; 

b)  Values estimated by ANN with 1, with 2, 

with 3, and with 4 known sampling points; 

 

                                (6) 

Where: n = number of elements; 

Y = experimentally observed value; 

 = estimated value. 

Furthermore, the Student's t-test was 

employed to test whether there were any differences 

𝑥 =
 𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛  ∗  𝑦 − 𝑑1 

(𝑑2 − 𝑑1)
+ 𝑥𝑚𝑖𝑛  

𝑆𝐷𝐼 =
𝐶0

(𝑐0 + 𝐶)
 𝑥 100 

𝑃 =
100

𝑛
  

 𝑌 −  𝑌  

𝑌
 

𝑌  
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between the original values and those estimated by 

both OK and ANNs.  

 

 

RESULTS AND DISCUSSION 
 

While the properties pH, K, V%, and sand 

content presented negative asymmetry, with mean 

and median lower than the mode, the other properties 

showed a positive asymmetry. Except for P, all the 

other properties showed no substantial variation for 

mean, median, and mode values. This feature 

indicates that the sampled values might belong to a 

spatial distribution of varied values in regionalized 

distributions (Table 1). 

The coefficients of variation (Table 1) for 

Al3+ and m% were above 200%, which is a high 

value.  Dias et al. (2015) also verified high CVs for 

Al3+, as well as mean and median values equal to 

zero. On the other hand, pH, V%, and sand content 

presented low CVs, and the other properties showed 

medium values as classified by Warrick and Nielsen 

(1980) for field experiments.  

Table 1. Descriptive analysis of soil physical and chemical properties.  

Property Mean MD Mode Var        SD Min Max CV (%)  p-value 

pH 5.65 5.70 5.80 0.0755 0.2747 4.70 6.20 4.9 0.0027  

Ca 4.77 4.80 4.80 0.9567 0.9781 2.20 8.10 20.5 0.1209  

Mg 0.99 0.90 0.90 0.0854 0.2922 0.60 2.10 29.5 0.0000  

Ca+Mg 5.76 5.70 5.30 1.5177 1.2319 3.00 9.70 21.4 0.0243  

Al 0.01 0.00 0.00 0.0009 0.0295 0.00 0.20 392.7 0.0000  

H + Al 1.73 1.60 1.60 0.2191 0.4681 0.80 3.70 27.0 0.0008  

CTC 7.96 8.00 8.20 1.2287 1.1085 5.70 11.80 13.9 0.0010  

K 0.48 0.51 0.61 0.0140 0.1182 0.26 0.72 24.7 0.0000  

P 10.58 9.00 7.00      23.85 4.8845 1.00 29.00 46.2 0.0000  

m% 0.18 0.00 0.00        0.5489 0.7409 0.00 6.00 423.4 0.0000  

V% 77.79 77.50 81.00 49.7293 7.0519 47.00 92.00 9.1 0.0012  

OM 23.88 23.00 23.00 17.5493 4.1892 16.00 39.00 17.5 0.0000  

Clay 268.42 250.00 250.00 1608.3964 40.1048 200.00 420.00 14.9 0.0000  

Silt 147.42 150.00 150.00 889.9090 29.8313 80.00 230.00 20.2 0.0005  

Sand 584.17 600.00 600.00 4004.3417 63.2799 400.00 690.00 10.8 0.0000  

 1 
pH- Hydrogen potential; Ca – Calcium (cmolc dm-3); Mg - Magnesium (cmolc dm-3);                                 

Al3+ – Exchangeable aluminum (cmolc dm-3); H+AL – Potential Acidity (cmolc dm-3); CEC - Cation 

Exchange Capacity; P – Phosphorus (mg dm-3); K – Potassium (cmolc dm-3); m % - Aluminum 

saturation (%); V% - Base Saturation (%); OM- Organic Matter (g dm-3); Clay (g Kg-1); Silt (g Kg-1); 

Sand (g Kg-1); MD – Median; Var - Variance; SD – Standard Deviation; Min – Minimum;                            

Max – Maximum; CV(%)Coefficient of variation; p-value: Shapiro-Wilk’s test for normality at 5% 

probability. 

Likewise, Dias et al. (2015) found similar 

values for pH in the State of Goiás, when performing 

experiments in Latosols (Oxisols), with a mean of 

5.46, a median of 5.50, and a CV of 3.72%. In the 

same research, these authors also observed CVs for 

K and V% that are similar to those observed here, 

but with distinct mean, median, maximum and 

minimum values.  

The CEC mean value was 7.96 cmolc dm-³ 

(Table 1). According to Alvarez et al. (1999), soil 

fertility can be regarded as ‘average’ when 

considering the CEC. Based on the V% of 77.79% 

and respective CV below 9.07% found in this study 

(Table 1), we could consider the soil under study as 

in good conditions for cropping (ALVAREZ et al., 

1999). 

From the geostatistical analysis, the 

semivariograms adjusted for the soil properties and 

the spatial dependence determination were 

elaborated (Table 2). The properties pH, Ca,                    

Ca + Mg, Al3+, H + Al, K, P, V%, Silt and Sand 

contents presented a pure nugget effect since the 

range was below the distance between samples 

(YAMAMOTO; LANDIM, 2013). In this case, we 

can assume a random distribution, in other words, 

samples are spatially independent, so the classical 

statistical methods are more suitable for use 

(YAMAMOTO; LANDIM, 2013). 
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Table 2. Theoretical models of semivariance adjusted to soil properties.  

Property Semivariogram     A0 C0     C0+C SDI RSS R2 

pH  PNE* - - - - - - 

Ca PNE * - - - - - - 

Mg Exponential 76.50 0.02 0.09 0.829 0.00014 0.46900 

Ca+Mg PNE * - - - - - - 

Al PNE * - - - - - - 

H + Al PNE * - - - - - - 

CTC Exponential 70.20 0.20 1.30 0.847 0.04930 0.23900 

K PNE * - - - - - - 

P PNE * - - - - - - 

m% Exponential 204.90 0.31 0.61 0.501 0.08960 0.15400 

V% PNE * - - - - - - 

OM Spherical 69.30 0.09 17.11 0.995 6.14000 0.49400 

Clay Exponential 57.30 177.00 1625.00 0.891 37175.00000 0.27400 

Silt PNE * - - - - - - 

Sand PNE * - - - - - - 

 1 
A0 - Range; C0 – Nugget Effect; C0+C - Sill, (SDI) Spatial Dependence Index; RSS – Residual sum of squares; 

R2 - Regression coefficient, PNE* - Pure Nugget Effect; pH- Hydrogen Potential; Ca – Calcium;                            

Mg - Magnesium; Al – Aluminum; H+AL – Potential Acidity; CEC - Cation exchange capacity;                                

P - Phosphorus; K – Potassium; m% - Aluminum saturation; V% - Base saturation; OM- Organic matter.  

In spatial variability studies, the theoretical 

model must be adjusted since the linear estimator 

depends on the value of semivariogram model for 

each specified distance (SILVA NETO et al., 2016). 

The exponential semivariogram model was 

best fitted for Mg, CEC, m%, and clay content; yet 

for OM, it was the spherical one (Table 2). 

According to the classification proposed by 

Cambardella et al. (1994), Mg, CEC, OM, and clay 

content presented a weak spatial dependence for the 

area under study. 

For the properties presenting spatial 

dependence, the OK technique was used, and then 

the values were compared with those estimated by 

the ANNs. 

The ANN has as output matrix the estimates 

of all soil properties, regardless of spatial 

dependence. As described in the method of this 

study, the training matrix with one known             

sampling point was combined with all 109 other 

samples. As for the training with 2, 3, and 4 samples,                       

550 combinations were drawn from the remaining 

samples, to avoid repetition. The amount of data for 

the training with 2, 3, and 4 known samples was 

higher, but the number of possible combinations was 

not exhausted. The amount of training data was 

limited because the hardware and software could not 

load the data matrix and its ANN training. 

In the preliminary analysis of estimates from 

the selected ANNs (Table 3), m% reached the best 

hit rate with the selected ANN using four known 

sampling points, whereas CEC and V% achieved the 

best hit rate, with their respective selected ANNs, 

using three known sampling points. On the other 

side, the other properties presented better results 

with only one known sampling point, which might 

have been due to the number of combinations used 

for the training. 

Five soil properties (pH, Al3+, m%, clay and 

sand contents) were estimated by their respective 

selected ANNs presenting P (C) below 8% and P 

(C2) below 9 % (Table 3). Six properties (Ca,                   

Ca + Mg, CEC, V%, OM, and silt content) were 

estimated by their respective selected ANNs with P 

(C) between 9% and 15% and P (C2) between 10% 

and 20% (Table 3). Three properties (Mg, H + Al, 

and K) were estimated by their respective selected 

ANNs with P (C) between 15% to 18% and P (C2) 

between 20% and 24% (Table 3). And, finally, one 

of them (P) was estimated by its respective selected 

ANN with P (C) of 30.26% and P (C2) equal to 

41.49%, being the worst estimate performance using 

ANN in the area under study (Table 3).  
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Table 3. Results of selected ANN tests. 

Property 
1 soil sample 2 soil samples 3 soil samples  4 soil samples  

P(C) P(C2) P(C) P(C2) P(C) P(C2) P(C) P(C2) 

pH 3.13  5.62  5.30  7.63  5.62  7.82  5.34  7.88  

Ca 14.15  18.49  17.37  22.12  19.00  22.96  17.73  22.74 

Mg 16.25  20.58  26.56  25.47  24.63  25.73  25.60  26.67  

Ca+Mg 14.69  18.53  17.63  21.54  19.22  22.38  18.69  22.33  

Al 4.44  6.09  7.23  10.66  7.15  10.56  7.14  10.45  

H+Al 15.65  21.48  31.22  37.93  29.95  36.58  29.19  35.50  

CTC 9.89  13.89  10.91  14.87  9.94  13.73  10.51  14.07  

K 17.78  23.91  29.48  40.42  28.43  39.03  28.44  40.00  

P 30.26  41.49  48.54  69.19  45.89  65.43  46.03  66.20  

m% 16.51  19.53  15.06  18.13  21.65  20.84  11.44  9.94  

V% 15.80  12.10  15.86  13.88  12.71 9.85 15.49  12.78  

OM 11.32  14.46  15.89  20.65  15.41  20.11  16.74  21.81  

Clay 7.77  8.91  11.56  11.70  13.07  12.82  11.58  10.85  

Silt 12.88  13.24  19.85  19.87  19.21  19.78  18.87  19.35  

Sand 5.44  7.25  10.09  10.68  9.36  9.02  10.56  11.27  

 1 
pH- Hydrogen potential; Ca – Calcium (cmolc dm-3); Mg - Magnesium; Al – Aluminum;                             

H+AL – Potential Acidity; CEC – Cation exchange capacity; P – Phosphorus; K – Potassium;                        

m % - Aluminum saturation V% - Base saturation - OM- Organic Matter; P(C) – Relative mean error (%) 

of set C consisting of 120 known sampling points; P(C2) – Relative mean error (%) of set C2 consisting of 

10 known sampling points unmapped in the training of ANNs. 

Regarding the spatial-dependent properties, 

CEC was best estimated by the OK method with a 

mean error of 9.29%, while ANN estimation using 

one known sampling point reached a mean error of 

9.89%. The estimates of Mg, OM, m%, and clay 

presented better results using the respective artificial 

neural networks. The estimates of Mg, OM, and Clay 

had the lowest P using ANNs with one known 

sampling point. Conversely, m% reached the best 

estimate result using ANN with four known 

sampling points (Figure 2). It is worth remembering 

that the 120 known soil samples were used to 

perform kriging, and for ANN, we used from 1 to 4 

known sampling points, after training and selection 

(Figure 2).  

Figure 2. Comparison between the mean relative error P (%) of the 120 known sampling points with the values estimated 

by ordinary kriging and artificial neural networks. 
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The occurrence of any anomalous values 

within the studied area can directly affect estimate 

accuracy. Therefore, areas with uniform values 

generate most accurate estimates. On the other hand, 

if the values present a wider variance or outliers, 

estimate accuracy will be poor. Such an outcome is 

independent of the selected method, that is, any 

estimate will have better results in areas of low 

variability, and worse in those of high variability 

(ISAAKS; SRIVASTAVA, 1989).  

Both t-test results for spatial dependent 

properties among the 120 sample points, as well as 

the values estimated by OK and by the four ANNs 

selected, showed differences only for estimates of 

OM via ANN selected with four known sampling 

points, the other properties presented no differences 

(Table 4).  

Table 4. Student's t-test for comparison between estimated and original data means, considering 120 sample points. 

Property 
Original 

mean 

Estimated means 

OK ANN 1KS ANN 2KS ANN 3KS ANN 4KS 

Mg 0.991 0.992ns 1.000 ns 1.018 ns 1.043 ns 1.045 ns 

CEC 7.963 7.966 ns 7.941 ns 8.006 ns 7.976 ns 8.013 ns 

m% 0.175 0.171 ns 0.098 ns 0.084 ns 0.150 ns 0.149 ns 

OM 23.883 23.880 ns 24.097 ns 24.651 ns 24.315 ns 24.804 * 

Clay  268.42          268.29 ns          268.18 ns              266.30 ns              266.34 ns            268.23 ns 

 1 
Mg – Magnesium; CEC – Cation exchange capacity; OM- Organic Matter; m% - Aluminum Saturation;                         

OK - Ordinary Kriging; ANN 1KS - Artificial Neural Network with 1 Known Sampling point; ANN 2KS - Artificial 

Neural Network with 2 Known Sampling points; ANN 3KS - Artificial Neural Network with 3 Known Sampling 

points; ANN 4KS - Artificial Neural Network with 4 Known Sampling points. ns – non-significant at 5% probability 

in relation to the original mean. * - significant at 5% probability in relation to the original mean.  

CONCLUSIONS 
 

The trained artificial neural networks 

acquired the necessary knowledge to estimate the 

results of the analyzed soil properties, regardless of 

its spatial dependence. The soil properties estimated 

by ANN, which in the geostatistical analysis 

presented spatial dependence, showed no significant 

differences in relation to the values estimated by 

ordinary kriging. The use of ANN has shown to be a 

promising technique to estimate soil physical and 

chemical properties from a reduced number of soil 

samples, which may represent a reduction in costs 

with laboratory analysis. Further studies are needed 

to improve the network and to increase the amount 

of data for training. The values of soil properties 

estimated by ANN are promising for spatial 

variability studies. 
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